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• Data quality defines fitness for the use of data [1]:
• Accuracy

• Completeness

• Consistency

• Timeliness

• …

• Language Models:
• A language model is a probabilistic model of a natural language.

• LMs predict or generate natural language text by capturing text patterns.

• Good at processing textual data.

Background: DQ and LM

9/23/2024 4

High-quality and efficient data labeling / preparation

[1] S. Mohammed, “A Data Quality Glossary”. Zenodo, Jan. 09, 2024. doi: 10.5281/zenodo.10474880.
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LMs-powered Data Quality
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LM4DQ

Reduced labeling cost
Improved data
labeling performance

Data Quality (focus on data labeling) Language Models (BERT, GPT, Llama, …)



Data Quality: Past, Status-quo, and Future
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• Cross-domain-aware Worker Selection with Training for Crowdsourced Annotation (ICDE
2024)

• Crowdsourcing is preferable for obtaining high-quality data labeling for large-scale datasets.

• Worker Selection is important in Crowdsourcing.

• How to design an allocation scheme for golden questions (questions with ground truth
answers that are used for worker training/selection) to select high-performance crowd 
workers for the incoming crowdsourced tasks remains a challenge.

Crowd-sourced / Human-in-the-loop - overview

9/23/2024 9[2] Y. Sun, et al., “Cross-Domain-Aware Worker Selection with Training for Crowdsourced Annotation,” in 2024 IEEE 40th International Conference on Data Engineering (ICDE), 

Utrecht, Netherlands, 2024 pp. 249-262. doi: 10.1109/ICDE60146.2024.00026

Crowdsourced tasks



• The answering history of workers (prior domain knowledge) can help select high-quality 
workers when annotating a new domain (target domain task).

Crowd-sourced / Human-in-the-loop - background
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• Difficulty in accurately estimating the correlation between domains with a 
limited budget.

• Difficulty in estimating the workers’ dynamic knowledge change during the 
question-answering worker training process. 

Crowd-sourced / Human-in-the-loop - challenges
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??



• Cross-domain-aware worker selection with training:

• Given target domain tasks 𝑇 = 𝑇𝑙 , 𝑇𝑤 , the total budget B, and worker 
pool W with each worker 𝑤𝑖’s historical profile ℎ𝑖. 

• Cross-domain-aware worker selection with training problem is to 1) 
assign no more than B tasks to |W| workers for training and 2) select top 
k workers with the highest possible annotation accuracy on working tasks 
𝑇𝑤.

Crowd-sourced / Human-in-the-loop - definition
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Crowd-sourced / Human-in-the-loop - methodology
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Crowd-sourced / Human-in-the-loop - methodology
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• Worker training is treated as an “Answer and learn” process for workers.



Crowd-sourced / Human-in-the-loop - methodology

9/23/2024 16

Workers with historical profiles

…

Target domain learning tasks

Worker Training Worker Selection
Estimated target 

domain performance

Cross-domain-aware 

Performance Estimation
Learning Gain

Estimation

Worker Quality Estimation

Selected best k workers

Target domain 

working tasks

Reduce half workers

Assign

After n 

rounds



• We consider two factors in estimating workers' quality:

• Cross-domain correlation – Cross-domain-aware Performance Estimation
(CPE)

• Worker learning gain – Learning Gain Estimation (LGE)

Crowd-sourced / Human-in-the-loop - methodology
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Crowd-sourced / Human-in-the-loop - methodology
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• Model the correlation between workers’prior knowledge and the target
domain knowledge as a multivariate normal distribution.

• Record the correct and wrong number of learning tasks for each worker.

• Update the distribution with maximum likelihood estimation.

• Predict the annotation accuracy of each worker.

Multi-variate normal distribution for cross-domain

knowledge modelling

Prior domain and learning

tasks results for each worker

Predicted annotation

accuracy for each worker



Crowd-sourced / Human-in-the-loop - methodology
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• Adapt the Item Response
Theory (IRT) model to
estimate the learning gain.
• Compute the IRT scores on the

prior domains.

• Compute the IRT scores on the
target domain learning tasks.

• Update the learning parameter
α𝑖 for each worker based on
the CPE scores and answering
history.

• Predict the estimated scores
in the current round.

IRT model 1

IRT model n

......

Predicted annotation accuracy

for each worker from CPE

Predicted annotation accuracy

for each worker from LGE
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Crowd-sourced / Human-in-the-loop - methodology
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• Adapt the ME algorithm to select the top half of the workers in the
current round.

• Error bound: 𝑂(
𝑛𝑘

𝐵
ln

1

δ𝑐
).
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Crowd-sourced / Human-in-the-loop - experiments
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• Before the emergence of LM in data labeling, crowd-sourced / human-in-the-
loop approaches were the main approaches that we can count on.
• Pros:

• Compared to black-box LM, easy debugging on the data labeling results (You can ask the
crowd-workers about their choices).

• Quality control and guarantee (You can monitor the results given by the crowd-workers and
replace workers when the quality becomes low).

• Accurate.

• Cons:
• Human labeling costs are high.

• Human labeling is relatively slow.

• Research Opportunities:
• How to combine human labeling and LM-based labeling to reduce costs, improve speed, and 

guarantee quality.

Crowd-sourced / Human-in-the-loop - takeaways
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Pre-train+fine-tune LMs - overview

9/23/2024 25[3] Y. Sun, H. Xin, and L. Chen, “RECA: Related Tables Enhanced Column Semantic Type Annotation Framework,” Proceedings of the VLDB Endowment, vol. 16, no. 6, pp. 

1319–1331, Feb. 2023, doi: https://doi.org/10.14778/3583140.3583149.

• RECA: Related Tables Enhanced Column Semantic Type Annotation Framework
(VLDB 2023)

• Focus on enhancing tabular data labeling with inter-table context information.



Pre-train+fine-tune LMs - background
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• Accurate column semantic type labeling is important for various
applications:
• schema matching, data cleaning, data integration, etc.

 
schema matching data cleaning data integration



Pre-train+fine-tune LMs - challenges
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• The utilization of inter-table context

 



Pre-train+fine-tune LMs - motivation
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• Tables with the same/similar named entity schemata tend to be from the
same/similar data source and thus tend to have the same/similar column
semantic types.

• W: Work of art; P: Person; D: Date; O: Organization



• Named Entity Schema: Named Entity Schema is the table schema generated 
based on the most frequent named entity type extracted from each column.

• Related Tables: The tables that share the same named entity schema and are
similar in content (Jaccard Similarity > δ) with the original table.

• Sub-related Tables: The tables that share a similar named entity schema (the 
edit distance between their named entity schemata is less than a threshold)
and are similar in content (Jaccard Similarity > δ) with the original table.

Pre-train+fine-tune LMs - definition

9/23/2024 29



• (Column semantic type annotation): Given a table 𝑇 from the data lake 𝐷, 
denote the target column as 𝐶𝑡 in 𝑇. The column semantic type annotation
model 𝑊 annotates 𝐶𝑡 with a semantic type ത𝑦𝑡 = 𝑊 (𝐶𝑡, 𝑇, 𝐷), such that ത𝑦𝑡 best 
fits the semantics of 𝐶𝑡.

Pre-train+fine-tune LMs - definition

9/23/2024 30
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• Related tables: candidate tables 𝑇𝑗 that share the same named entity schema

as 𝑇𝑖.

• Sub-related tables: we consider the following two requirements:
• Schema similarity: the named entity schemata should not be very different (edit distance

less than a threshold).

• Column location alignment: The named entity type of the target column matches with 
that of the column at the identical location in the sub-related table.

Pre-train+fine-tune LMs - methodology
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• The target column is encoded with BERT solely.

• The aligned columns in related tables and sub-related tables are encoded
separately with BERT.

• The tokens are allocated fairly to each related table (or sub-related table).

Pre-train+fine-tune LMs - methodology
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• RECA outperforms all the state-of-the-arts in terms of the F1 scores.

Pre-train+fine-tune LMs - experiments

9/23/2024 39



• The emergence of LM in data labeling opens up opportunities for utilizing
LMs for DQ.
• Pros:

• Low annotation cost.

• Cons:

• Require annotated fine-tuning data for LMs (upon new data lakes).

• Research Opportunities:

• How to reduce the labeled training data required for LMs on performing DQ tasks /
generalizing to new data lakes.

Pre-train+fine-tune LMs - takeaways

9/23/2024 40
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• LakeHopper: Cross Data Lakes Column Type Annotation through Model Adaptation
(submitted to ICDE 2025)

• Focus on enhancing cross-domain tabular data labeling with the interaction of the world
model and pre-trained models.

Low-resource LMs - overview

9/23/2024 42[4] Y. Sun, N. Tang, and L. Chen, “LakeHopper: Cross Data Lakes Column Type Annotation through Model Adaptation,” Under Review.



• Transform the source annotator into the target annotator.

• Reduce the source-specific knowledge.

• Adjust and reuse the shared knowledge.

• Learn the target-specific knowledge.

Low-resource LMs - overview

9/23/2024 43

With the help of the general knowledge world model

and resource-efficient fine-tuning process



• (Cross Data Lakes Column Type Annotation): Given a model 𝑀𝑠 fine-tuned on a source data 
lake 𝐷𝑠, a target data lake 𝐷𝑡, and a fixed budget 𝑁𝑡 of training samples on the target data
lake, the problem of cross data lakes column type annotation is to select at most 𝑁𝑡 samples 
(each sample is a (𝐶𝑖, 𝑦𝑖) pair) from the target data lake, and then use these training samples
to obtain a transformed model 𝑀𝑡 for the target data lake, such that 𝑀𝑡 achieves the best 
column type annotation accuracy on the target data lake.

Low-resource LMs – definition

9/23/2024 44



• Knowledge gap identification: label set difference adjustment, knowledge differences found
through the interaction with a general knowledge model (such as GPT)

• Weak sample selection: identify the weak samples through clustering

• Gap-hopping fine-tuning: fine-tuning with rehearsal incremental training

Low-resource LMs – methodology overview

9/23/2024 45



Low-resource LMs - experiments
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• The interactions between domain-specific LMs and general LMs enable the
generalization across different domains for DQ tasks.
• Pros:

• Low annotation cost.

• Generalize across domains with relatively low fine-tuning costs.

• Cons:

• Still not zero-shot, and requires a small amount of labeled data.

• Rely on the general knowledge of LMs to generalize across domains.

• Research Opportunities:

• How to further improve on the generalizability and reduce the labeling cost.

Low-resource LMs - takeaways
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• Are Large Language Models a Good
Replacement of Taxonomies? (VLDB 2024)

• Taxonomies provide a structured way to 
organize and categorize knowledge, which 
is indeed a kind of ``knowledge about 
knowledge'' (meta-knowledge).

• Typically, nodes in taxonomies follow a 
tree-like structure and the relationships 
between nodes are depicted as hypernymy 
(Is-A) links (e.g., HKUST is a type of
University).

Zero-shot LMs - overview

9/23/2024 49[5] Y. Sun, et al., “Are Large Language Models a Good Replacement of Taxonomies?,” Proceedings of the VLDB Endowment, vol. 17, no. 11, pp. 2919–2932, Aug. 2024, doi:https://doi.org/10.14778/3681954.3681973.

[6] Andreas, “Taxonomy: Tracing Its Greek Roots to Modern Biological Classification - U speak Greek,” U speak Greek, Dec. 25, 2023. https://uspeakgreek.com/science/biology/taxonomy-tracing-its-greek-roots-to-modern-

biological-classification/ (accessed Aug. 18, 2024).

https://doi.org/10.14778/3681954.3681973


• We experimented with 18 SOTA LLMs on different taxonomies from common to specialized
domains and root-to-leaf levels to see whether the existing LLMs internalize the taxonomy
knowledge (zero-shot annotation on taxonomy data).

• Specifically, we ask each LLM about whether a child entity is a type of its parent entity.

• Record the QA accuracy for each LLM on each level on different taxonomies.

Zero-shot LMs - experiments

9/23/2024 50



• Insights: LLMs are good at common domains and head (root-level) entities.
But less reliable on specialized domains and tail (leaf-level) entities. Still
cannot be zero-shot, all-rounded, and perfect on domain-specific tasks.

Zero-shot LMs - experiments
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• The advancement of LMs introduces the possibility of zero-shot DQ.
• Pros:

• Low annotation cost.

• Zero generalization cost.

• Cons:

• The performance is not stable across different domains and different entities.

• Research Opportunities:

• How to achieve zero-shot, all-rounded, stable, unbiased DQ with LM.

Zero-shot LMs - takeaways
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Data-quality-guaranteed LMs

9/23/2024 54

Data Quality (focus on data labeling) Language Models (BERT, GPT, Llama, …)

Improved accuracy,
generalizability, …
Reduced
hallucination, bias, …

DQ4LM



How does DQ influence LMs?
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• Training data quality is crucial for LMs
• Size of data: large-scale data

• Diversity of data: comprehensive data

• Fairness of data: unbiased data

• …

• Garbage in garbage out!

• The quality of training data of LMs is more crucial than the size of the
models [5]

[5] Y. Sun, et al., “Are Large Language Models a Good Replacement of Taxonomies?,” Proceedings of the VLDB Endowment, vol. 17, no. 11, pp. 2919–2932, Aug. 2024, 

doi:https://doi.org/10.14778/3681954.3681973.

https://doi.org/10.14778/3681954.3681973


How does DQ influence LMs? Fine-tuning
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• Are Large Language Models a Good Replacement of Taxonomies? (VLDB 2024)

• Insights: High-quality training data can benefit the performance of LMs through fine-

tuning.

[5] Y. Sun, et al., “Are Large Language Models a Good Replacement of Taxonomies?,” Proceedings of the VLDB Endowment, vol. 17, no. 11, pp. 2919–2932, Aug. 2024, 

doi:https://doi.org/10.14778/3681954.3681973.

https://doi.org/10.14778/3681954.3681973


How does DQ influence LMs? RAG
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• CRAG – Comprehensive RAG Benchmark (Rebuttal <score: 7,7,7,7>, submitted to NeurIPS

2024)

• Considered questions based on timeliness and difficulty level.

• Provided both KG and Web data sources.

• Insights: High-quality retrieval data can benefit the performance of LMs through RAG.

• Providing the right and high-quality data is important in the era of LLMs (insight from our other

ongoing RAG-based QA work)

[7] Yang X, Sun K, Xin H, Sun Y, Bhalla N, Chen X, et al. CRAG -- Comprehensive RAG Benchmark [Internet]. arXiv.org. 2024 [cited 2024 Sep 5]. Available from: 

https://arxiv.org/abs/2406.04744



• My future endeavors: collaboration and fusion of the two fields, towards zero-shot all-
rounded DQ and advanced LMs.

• LM4DQ: towards a zero-shot, all-in-one LM-based DQ general method.

• DQ4LM: improving LMs on fairness, timeliness, and domain-specific. Quantifying and
optimizing the value/quality (size, diversity, fairness, etc.) of different data (structured, semi-
structured, unstructured) for a specific LM (Bert, GPT, Llama) under a specific data usage
scenario (fine-tuning, RAG) on different applications (task/domain-dependent).

Research Opportunities: LM4DQ and DQ4LM

9/23/2024 58
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